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B. Drozdzowska,5 and W. Pluskiewicz6

1Department of Pediatrics, School of Medicine with the Division of Dentistry in Zabrze, Medical University of Silesia in
Katowice, Poland; 2Faculty of Automatic Control, Electronics and Computer Science, Silesian University of Technology,
Gliwice, Poland; 3Department of Internal Medicine, Diabetology and Nephrology, School of Medicine with the Division

of Dentistry in Zabrze, Medical University of Silesia in Katowice, Poland; 4Dialysis Station Fresenius NefroCare,
Wodzisław, Poland; 5Department of Pathomorphology, School of Medicine with the Division of Dentistry in Zabrze,

Medical University of Silesia in Katowice, Poland; and 6Department of Internal Medicine, Diabetology and
Nephrology—Metabolic Bone Diseases Unit, School of Medicine with the Division of Dentistry in Zabrze, Medical

University of Silesia in Katowice, Poland

Abstract

The aim of the study was to establish factors with an impact on fracture risk and to develop an algorithm
to predict osteoporotic fracture. A total of 978 postmenopausal women from the epidemiological, population-
based RAC-OST-POL study with a mean age of 65.7 ± 7.3 years were enrolled. At baseline, bone mineral
density at hip and clinical risk factors for fracture were collected. Afterward, each person was asked annu-
ally on fracture incidence in the 5-year follow-up. Finally, data for complete 5-year observation were gath-
ered for the group of 802 patients. During the follow-up, 92 osteoporotic fractures occurred in 78 women.
The most common fracture site was the forearm (n = 45). The following baseline factors were found
as significant for fracture incidence: femoral neck bone mineral density, prior fractures, steroid use, falls
within previous 12 months, and height. Fracture risk was predicted by the following formula:
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. In our current longitudinal study, an algo-

rithm predicting fracture occurrence over a period of 5 years was developed. It may find application in daily
medical practice.
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Introduction
Osteoporosis is one of the most important health prob-

lems in the elderly. Patients with osteoporosis do not usually
have any clinical symptoms.That is why osteoporosis is also
called a “silent epidemic.” The most important conse-
quences of osteoporosis are fractures that can be caused
even by minimal trauma, for example, a fall from stand-
ing height. One may expect that such fracture will occur
in approximately 40% of postmenopausal women (1).
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According to the World Health Organization, there are a
number of osteoporosis risk factors, namely, prior frac-
tures, the level of physical activity, smoking, alcohol intake,
a family history of fracture, age, and many others. Some new
methods of assessing fracture risk on the basis of various
factors, including those abovementioned, in the last decade,
have been developed. Among them are FRAX (2), the
method proposed by Garvan Institute (3,4), and QFracture
(5). These methods are dedicated to estimate an individu-
al’s risk of osteoporotic fracture occurrence over the next
5 (Garvan) or 10 years (FRAX, Garvan, QFracture). The
risk given by FRAX is modified by expected life dura-
tion, and in fact it expresses fracture probability. The es-
tablished fracture probability according to FRAX results
is proposed as a threshold for the beginning of pharma-
cologic treatment (6,7). However, it should be underlined
that because of several reasons, a fracture risk can be dif-
ferent in various populations, and the model of fracture pre-
diction derived in 1 country not necessarily expresses a risk
in another country properly.Therefore, studies showing frac-
ture risk for each society are extremely necessary.

The RAC-OST-POL is such a kind of study that was per-
formed on Polish postmenopausal women in the year 2010.
The matters of interest were, among others, nutrition (8,9),
functional status (10), the role of education, marital status,
kind of job or place of living (11), and vision impairment
(12). In this epidemiological, population-based study, the
osteoporotic fractures were observed in 28% of all women
(13) older than 40 years. Besides, in our recent paper, frac-
ture incidences in 4-year follow-up were analyzed in regard
to fracture risk (Garvan) and probability (FRAX) (14).

In the current research, we developed a model of frac-
ture risk assessment, and the following detailed aims of the
study were defined:

(1) determination of risk factors on the basis of the RAC-
OST-POL study with the use of various techniques
and statistical models,

(2) creation of the new model for predicting fracture risk,
(3) evaluation of the proposed model for predicting frac-

ture risk by estimating its prediction accuracy.

Materials and Methods
The RAC-OST-POL study is an epidemiological,

population-based program designed to reveal data related
to postmenopausal osteoporosis.Women who make up the
cohort of the RAC-OST-POL study were randomly se-
lected from local population of the whole Racibórz dis-
trict in Southern Poland (2).

During the 5-year follow-up, phone calls were per-
formed in May 2011–2015, and all fractures of nontraumatic
origin were noted. Each patient was asked for confirma-
tion of the fracture by her doctor, and only confirmed events
were included in the study. The initial cohort consisted of
978 women. In the case of 176 women, data were cen-
sored because of loss of contact, as 131 women did not
respond to either phone call or our letters probably because

of phone number or postal address change, 40 women died,
and 5 refused to cooperate. Finally, data for all 5 observa-
tion points were available on the group of 802 patients.

For all study participants, various data suspected as po-
tential osteoporosis or fracture risk factors were col-
lected (2).

Bone mineral density (BMD) for both femoral neck (FN
BMD) and total hip (TH BMD) were established using
Lunar DPX (GE, Madison, USA).

Baseline data of the RAC-OST-POL study sub-cohort
enrolled to the longitudinal observation is presented in
Table 1.

At the beginning of the RAC-OST-POL study, the in-
formation about previous 373 fractures that happened over
the age of 40 years in 286 patients was collected. Mean-
while, 92 new fractures occurred (hip, 4; spine, 15; forearm,
45; arm, 6; lower leg, 10; rib, 3; foot, 5; clavicle, 4) in n = 78
women during the 5-year follow-up. We present data of all
fractures noted over the period of observation, but in the
statistical analyses described below, fracture prediction con-
cerns only the first fracture incidence in follow-up.

Statistics
For all calculations, the p < 0.05 was taken as a cutoff

point of statistical significance. The analyses and compu-
tations were performed in 3 main steps using the particu-
lar software environments and tools listed in the
corresponding paragraphs.

Step 1. Analysis of Risk Factors for Osteoporosis
In our original database, each patient was initially de-

scribed by nearly 200 variables, but the preliminary reduc-
tion in dimensions of source database was done for the
purpose of data quality improvement. Some of the fea-
tures were eliminated because they were redundant or in-
significant and did not affect the existence or absence of
the fracture (e.g., name, marital status, and so forth). It was
accomplished with Waikato Environment for Knowledge
Analysis software Weka 3.7.13, developed at the Univer-
sity of Waikato, New Zealand (15), and software environ-
ment for statistical computing and graphics R project (16).

Table 1
Baseline Characteristics of RAC-OST-POL Subjects

Enrolled to the 5-Year Longitudinal Observation,
n = 802

Parameter Mean SD Median

Age (y) 65.52 7.23 64.49
Height (cm) 156.32 5.73 157.00
Weight (kg) 74.58 13.80 73.00
BMI (kg/m2) 30.53 5.44 29.71
Menarche (y) 13.97 1.67 14.00
Menopause (y) 49.25 4.88 50.00
FN T-score −1.24 0.91 −1.30
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More information about this stage of data preparation
and the detailed results of the chosen methods are in-
cluded in our previous study (17).

The importance of each variable was evaluated by the
use of the following techniques:

• individual predictive ability on the basis of the degree
of redundancy between all features,

• gain ratio (GainRatio) criterion,
• information gain (InfoGain),
• the Gini index.

The subset of features found in the step of feature se-
lection was the source for Bayesian Model Averaging. This
analysis was performed to ascertain the most appropriate
model with maximum discriminatory power.

Step 2. Logistic Regression Analysis
The statistical analysis was carried out with the profes-

sional statistical environment Statistica version 12 by
StatSoft Inc (Tulsa, OK). Besides, the data were analyzed
with the statistical computing software copyrighted by
PQStat Software, Poznań, Poland, version 1.6.2 (18).

The models of logistic regression were built and it
allowed to determine relevant variables and reveal their
impact on the presence or absence of fractures. Each model
was generated with the usage of the bootstrap method,
which can reduce effects of data distribution bias. This
method relies on random sampling with replacement. It
computes the statistic from the resampled data, and ag-
gregates over multiple realizations (resamples) of the data.

The verification of the model usefulness was conducted
by performing the Omnibus Tests of Model Coefficients
based on the chi-square test.The test allows to check whether
at least one of the predictors from the given set of variables
is the significant factor of the estimated probability.The value
of probability (p value) less than 0.05 indicates that the ex-
amined model outperforms the random model, that is, the
model of accidental anticipation of a fracture. To evaluate
the logistic regression model with regard to goodness-of-
fit statistics, the Hosmer-Lemeshow test was used.

To gain the possibility of more thorough analyses of the
particular categories and to clarify the impact of a given
variable on a chance of fracture incidence, there were built
models in which chosen variables were split into dummy ones.
In the analyses, with the usage of dummy variables, the odds
ratio was interpreted as the odds of the fracture occurrence
calculated with regard to the specified reference category.

FN T-score was divided into 3 categories with different
FN BMD, namely, no risk (FN T-score ≥ −1), osteopenia
(−1 > FN T-score ≥ −2.5), and osteoporosis (FN
T-score < −2.5). No risk constituted the reference cat-
egory. Moreover, the variable PRIOR FRACTURES1 was
replaced by NUM FRACTURES, which was categorized

as follows: without fractures (group 0), 1 or 2 fractures
(group 1), and more than 2 fractures (group 3). The refer-
ence category was group 0.

Step 3. Assessing of the Proposed Model
To assess the prediction accuracy of the proposed model,

the receiver operating characteristic (ROC) was studied,
as well as area under the curve (AUC) calculation with the
usage of DeLong method. ROC curve was applied to
compare the diagnostic strength of the proposed model and
FN T-score, which is the most reliable gold standard of os-
teoporosis. Besides, the optimal cutoff point with the best
accuracy to predict fractures was determined using both
ROC curve analysis and the Youden index.

Results
To gain transparency, all results are presented in 3 points

with regard to the specified stages of statistical analysis.

Step 1. Analysis of Risk Factors for Osteoporosis
As a result of different preprocessing strategies, the initial

dimension of the database was reduced.Finally,25 variables
suggested by majority of filtering methods were chosen for
further analyses: age, height and body mass index, results of
Timed Up and Go mobility test, age of first menarche, the
duration of menses (in years) and lactation (in months), the
number of labors, the presence of comorbidities such as rheu-
matoid arthritis and diabetes type 1, steroids administra-
tion, smoking, parental hip fracture, BMD for femoral neck
determined by dual-energy X-ray absorptiometry and re-
ported in 2 numbers:T-score and Z-score, incidents of prior
fractures and their number, incidents of prior falls within
the last 12 months, and the indicator whether the patient
meets the “gold standard” criteria for osteoporosis.

The Bayesian Model Average analysis conducted on the
basis of our data indicated the several optimal models for
fracture risk prediction. The final model considered only
5 variables: height, steroids administration,T-score of BMD
of femoral neck (FN T-score), incidents of prior fractures,
and incidents of prior falls, reported during the first medical
examination (Table 2).

1PRIOR FRACTURES variable indicated only the presence or
absence of prior fracture, whereas NUM FRACTURES contained in-
formation on specific number of earlier fractures.

Table 2
Osteoporosis Risk Factors Included in the Final Model of

BMA

Risk factor Data type

Steroids administration 0 = No 1 = Yes
Height Quantitative (cm)
Prior fractures 0 = No 1 = Yes
Prior falls 0 = No 1 = Yes
FN T-score Quantitative

Abbr: BMA, Bayesian Model Averaging.
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Step 2. The Model of Regression Analysis
To predict 5-year fracture risk, the abovementioned fea-

tures were considered. The logistic regression model was
constructed and evaluated to check which of these vari-
ables had a significant influence on the occurrence of the
fracture.

The results of the Omnibus Tests of Model Coeffi-
cients based on the chi-square test showed that the created
logistic regression model was significant (chi-square = 32.895,
p value = 0.0).

To study the goodness of fit of the model, the Hosmer-
Lemeshow test was performed and showed no signifi-
cance (chi-square = 7.969; p = 0.436).This test revealed that
our logistic regression model fitted to the data and con-
firmed relationship between the predictors and the depen-
dent variable, which in our study was the fact of fracture
incidence.The details of the examined model of logistic re-
gression are shown in Table 3.

The odds of fracture occurrence depends on the vari-
ables in the manner described by the odds ratio (OR):

• Steroids variable: OR [95% confidence interval
{CI}] = 2.935 [1.305; 6.599]—the odds of osteoporotic
fracture increases nearly 3 times for individuals who
took steroids.

• Prior falls variable: OR [95%CI] = 1.975 [1.209;
3.227]—the odds of osteoporotic fracture for the in-
dividuals who experienced earlier falls is approxi-
mately twice higher than for the ones with no falls.

• Prior fractures variable: OR [95%CI] = 1.843 [1.123;
3.024]—the odds of the occurrence of the fractures for
the individuals who underwent fractures is 1.84 times
greater than for the ones without prior fractures.

• Height variable: OR [95%CI] = 1.041 [1.001;
1.088]—when the height of individuals increases by 1
cm, the odds of new fractures increases 1.04 times.

• FN T-score variable: OR [95%CI] = 0.617 [0.458;
0.832]—the higher the FN BMD T-score value, the
smaller odds of the occurrence of the osteoporotic
fracture.

After discretizing the FN T-score variable, the odds ratio
for osteopenia category is OR [95%CI] = 1.54 [0.87; 2.72],
whereas for osteoporosis is OR [95%CI] = 5.57 [2.56; 12.14].
That means that the individuals who belong to the cat-
egory osteopenia have more than 1.5 times greater chance
of subsequent fracture than those belonging to category no
risk. For people who belong to the category osteoporosis
with FN T-score <−2.5, the odds of fracture steeply grows
up to 5.57 times (Fig. 1).

Table 3
The Model of Logistic Regression for Risk of Fractures

βb S.E. −95% CI +95% CI
Wald
stat.

Odds
ratio (OR)

Bootstrapa

Bias p value

BCa 95% confidence
interval

Lower Upper

Constant −9.899 3.518 −16.794 −3.004 7.919 0.000 −0.337 0.001 −15.765 −4.572
Steroids 1.077 0.413 0.266 1.887 6.780 2.935 −0.024 0.009 0.091 1.136
Prior falls 0.681 0.250 0.190 1.172 7.390 1.975 0.011 0.010 0.181 1.230
Prior fractures 0.611 0.253 0.116 1.107 5.844 1.843 0.008 0.015 −0.815 −0.193
FN T-score −0.483 0.152 −0.782 −0.184 10.047 0.617 −0.012 0.006 0.076 1.883
Height 0.042 0.022 −0.001 0.085 3.611 1.043 0.002 0.030 0.001 0.086

aBootstrap was performed with bias-corrected and accelerated (BCa) method. Its results were based on 5000 bootstrap samples.
bRisk of fracture incidence for a patient is calculated by the use of the following formula: 1/(1 + e^(−(−β + 1.077*STE-

ROIDS + 0.681*PRIORFALLS + 0.611*PRIORFRACTURES − 0.483*FN T score + 0.042*HEIGHT) ) ).

Fig. 1. Impact of discretized variables on the occur-
rence of fracture. X-axis: the multiplicity estimates of con-
fidence intervals (CI) for odds ratios (OR). Legend: 95%CI,
■, OR.
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After discretizing the number of fractures (NUM FRAC-
TURES), OR [95%CI] = 1.8 [1.09; 2.99] for group 1 (with
1–2 fractures) and OR [95%CI] = 2.48 [0.59;10.33] for group
2 (more than 2 fractures). Thus, it can be concluded that
the individuals with 1 or 2 fractures have more than 1.8 times
greater chance of subsequent fracture than the individuals
without any fracture. Moreover, for those with more than
2 fractures, the chance of subsequent fracture rises up to
more than 2.4 times than those from group 0 (Fig. 1).

The use of logistic regression allows to model the prob-
abilities of a response variable (Y) as a function of 1 or more
predictors (Xi). It can be estimated by the formula:
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In the presented study, Xi relates to proposed 5 risk
factors for fractures. The life expectancy is not taken into
consideration, so by substituting the βi coefficients from
formula (1), with the values taken from the output of the
logistic regression analysis from Table 3, the risk of frac-
ture incidence can be estimated for the particular indi-
viduals as follows:
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The value of eβ0 is interpreted as a chance of the frac-
ture occurrence in a reference group.

As an example,2 patients from the RAC-OST-POL study
cohort can be chosen, and their risks can be calculated on
the basis of the specific values of the variables.Taking cor-
responding values of the variables for patient 1 (ste-
roids = 1,prior falls = 1,prior fractures = 1,FNT-score = −1.2,
and height = 158[cm]), the fracture risk is estimated as 0.422.
By contrast, the approximate fracture risk for patient 2 with
FN T-score = −0.5, height = 163 cm, and without prior frac-
tures,prior falls,or steroids administration equals 0.057.The
acquired data can be expressed in percentage by multi-
plying it by 100. Consequently, it can be stated that the es-
timated risk of fracture incidence after 5 years for patient
1 is 42.2%, whereas for the second patient it is only 5.7%.

Step 3. Assessment of the Proposed Model
For the proposed model, achieved prediction accuracy

expressed by the parameter AUC is 0.69 [95% CI 0.626–
0.753].AUC seems to be not very high; however,AUC value
calculated based exclusively on the FN T-score, which is the
gold standard for diagnosis of osteoporosis, equaled only
0.58 [95% CI 0.517–0.654] (Fig. 2). Thus, it can be con-
cluded that the proposed model appears to be better than
the currently accepted standard and it helps better to iden-

tify groups of patients who should be treated or precisely
diagnosed in a specialized clinic.

According to Cramer’s rule of optimal limit for imbal-
anced data (19), if the share of Y = 1 in a sample is δ, then
Y is predicted to be 1 for new observations with the em-
pirical risk ≥δ or 0, otherwise. In our case, Y = 1 meant the
share of people who underwent a bone fracture after 2010.
For the analyzed data, δ was 0.1. Thus, according to Cra-
mer’s rule, the cutoff point was 0.1 (sensitivity = 0.615, speci-
ficity = 0.621), but, for example, the Youden index
determined the slightly lower cutoff value: 0.091 (sensitiv-
ity = 0.731, specificity = 0.567).

Considering the abovementioned value of δ, patient 1
analyzed in the previous step can be ultimately regarded
as the person with the high risk of fracture incidence (es-
timated risk of fracture is 0.422, so the value is >0.091).The
validity of such a conclusion has been empirically con-
firmed. In the case of this patient, such a fracture really ap-
peared in 5 years after preliminary examination. In contrast,
patient 2 has lower estimated risk of fracture incidence. It
equals 0.057 which is below the value of cutoff point (<0.091)
and actually it was verified that this patient has not suf-
fered from any fracture until now.

Discussion
The crucial issue in management of osteoporotic pa-

tients concerns the proper estimation of fracture risk.There-
fore, in this study, the new algorithm assessing the risk in
a period of 5 years was developed.

Fig. 2. Comparison of ROC curves. Source of the curve:
reference line; - - FN T-score, — REGR-RAC-OST-POL.
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As widely known, fracture risk is dependent on 2 main
causes: bone status and functional status leading to falls.
The bone status is related to several modifiable and
unmodifiable factors, like age, sex, genetics, comorbidities,
used medications, nutrition, smoking, and physical activity.
The measurement of BMD expresses the current bone status
and is considered as one of the most important risk factors
for a fracture. In our algorithm, well-known and estab-
lished risk factors for fracture were included, such as low
BMD value, falls within 12 previous months, steroid use,
height,and prior fractures.Comparing the factors with those
from the other calculators such as FRAX or Garvan, it can
be noticed that the prior fractures is a widely accepted factor
for subsequent fractures, although it is not a rule (e.g., in
QFracture tool, this feature is not taken into account). One
may expect that increasing age would play an important
role as a risk factor, but in this study, age was verified to be
statistically insignificant. It is not easy to explain this sur-
prising observation. We suppose that because of the rela-
tively short duration of follow-up, the age is not as significant
as expected.The longer follow-up period up to 10 years might
present greater importance of the age factor. In FRAX al-
gorithm, age is included as 1 of the 12 factors, but, for
example, falls are not taken into consideration.On the other
hand,the Garvan algorithm comprises not only age and prior
fractures, but also falls, T-score, and FN BMD. This differ-
ences may result from a number of the reasons, but addi-
tionally one should also remember that FRAX is not based
on longitudinal observation, whereas the Garvan algo-
rithm is based on long-term observation ofAustralian popu-
lation in Dubbo.Our data are also derived from longitudinal
observation of population-based sample,which confirms the
importance of current results.Another approach was used
in creating QFracture scores (5). The authors gathered an
incredibly great number of patients’ records, 2.4 million pa-
tients aged 30–85 years. BMD and prior fractures were not
included as the potential risk factors. This algorithm com-
prises several factors including age,history of falls,and steroid
use. QFracture scores was validated in prospective obser-
vation, and this study revealed a good performance for os-
teoporotic fracture (20).AUC for women exceeds 0.8,which
is a better value thanAUC of 0.69 noted in the current study.

The relatively low value of the AUC obtained in our
model could be probably attributed to the fact that the pa-
tients with bone fractures after 2010 represented only about
10% of the study cohort, which means that initial dataset
was imbalanced. In this case, the improvement in the quality
of prediction of the examined model can be achieved by
removal of skewed class distribution. Our paper (21) con-
tains more detailed discussion about the methods that allow
to solve this problem. Choosing the appropriate methods
and level of balancing allow to obtain the higher value of
AUC (i.e., AUC = 0.741 for 25% of the patients with bone
fractures within the dataset).

Our study has some strengths, but there are some limi-
tations as well. To our strengths belong the fact that the
studied cohort was selected from a female population older

than 55 years of the whole district and it can be considered
as the representative sample.At baseline,we gathered many
important clinical features possibly related to osteoporo-
sis and fractures.The bone status was established using dual-
energy X-ray absorptiometry at proximal femur.During the
period of observation, the number of fractures was high
enough to perform reliable statistical analysis.

The next strength of our algorithm is the fact that we
gathered the representative data from the urban district from
the south of Poland. It is known that factors that influence
the possibility of the osteoporotic illness may be various
for different regions of the world because they can depend
on the levels of technological advancement, climate, eco-
nomic conditions, and so on; therefore, an individual ap-
proach seemed to be valuable.Moreover,as we already know,
no osteoporosis calculator dedicated to the population of
Poland has been developed, even though such a tool would
be useful in the daily practice of Polish physicians.

As limitations of the study, we can mention the lack of
direct confirmation of reported fractures (fractures were
recorded based on information given by responders during
phone calls after confirmation by general practitioners
taking care of studied subjects) and the drop-out phenom-
enon. The full 5-year longitudinal observation was avail-
able in 802 of 978 initially recruited subjects, and only these
data were taken into consideration. This means that we
noted the drop-out ratio at 18%, which is, however, ac-
ceptable for such long follow-up period.

The algorithm derived in the current study requires further
validation. For that moment, such validation is not pos-
sible to be performed because alternative methods are not
available. First, FRAX presents fracture probability and we
calculated fracture risk. Second, FRAX estimates major os-
teoporotic fractures whereas our algorithm expresses the
risk of any fracture. Third, FRAX shows fracture prob-
ability for a decade and our algorithm is limited to the period
of 5 years. Fourth, although Garvan fracture risk calcula-
tor also has a 5-year variant, the validation of our finding
in comparison with data derived in Australian population
cannot be rationally performed in our opinion. We con-
sider that the only way to achieve real validation is further,
prospective observation of great populations in regard to
concordance between baseline value of fracture predic-
tion presented by our algorithm and fractures observed in
longitudinal study.

Concluding, in the current longitudinal study, the algo-
rithm predicting fracture incidence over the period of 5 years
was developed. Even though our current algorithm is based
on the short 5-year follow-up, it can be used in daily work
with patients. In further research, we plan to upgrade the
algorithm after 10-year follow-up.
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